ORDENADORES DIGITALES MIETODO

Carlos de Miguel F. Cuevas
Quimico

Un investigador de wuna Universidad esta
sentado en su mesa de trabajo y sobre el tema
que €l esta trabajando hay cien articulos
relacionados con dicho tema. El no lee los
articulos, sino solamente unos resimenes.
Estos resimenes se los ha proporcionado un
ordenador. Para hacer la relacion de los
articulos, pregunta al ordenador cuéles han
sido los méas citados desde hace un afio. Casi
instantaneamente obtiene la respuesta y los
articulos.

Esta aplicacibon de un ordenador no es
futuristica. EI hombre se encuentra en un
medio en que el ndmero de datos es
demasiado grande para poder él solo, sin
ayuda, poder discriminarlos. Ya no se piensa,
ni se trabaja a escala de unidades, sino en
cientos y miles de unidades, por tanto la
informacién es cada vez mas dificil discernirla
e interrelacionarla. Ya no se piensa en
unidades de viviendas, sino en barrios y hasta
ciudades. Los datos que producen estos
macrosistemas son demasiado grandes para
poderlos evaluar pero, paradojicamente, tien-
den a ir cada vez méas dirigidos hacia
soluciones individuales. Macrosoluciones para
satisfacer unidades.

Las maquinas ideadas por el hombre se
dividen en dos categorias: las que relacionan
cambios energéticos y las que relacionan
informacion. Entre las primeras encontramos,
por ejemplo: los motores eléctricos (transfor-
macion de energia eléctrica en mecénica). Son
del segundo tipo una radio. Esta disefiada para
absorber una. frecuencia de alrededor de 100
megaciclos y producir otra sonora de 10
kilociclos. Por supuesto necesitan energia para
trabajar, pero cuanto menor sea ésta, mejor su
disefio. Una radio a vdlvulas termoidnicas
consume mas energia que una de transistores,
siendo, por tanto,esta Gltima mas eficiente que
la primera.

Los ordenadores, computadores, procesadores
de datos, etc. como se les quiera denominar
son maquinas de este segundo tipo, absorben
datos y programas y producen ‘‘resultados’’.

Este tipo de maquinas no es del siglo XX.
Pascal, en el afio 1642 ide6 una maquina que
podia realizar operaciones matematicas. Por
razenes obvias, ya que funcionaba con engra-
najes de poca precision, tenia frecuentes
errores. Sin embargo, era una mdaquina que
relacionaba informacion. Los adelantos de la
electrénica han permitido sustituir los engrana-
jes por circuitos de muy alta velocidad,
minimo consumo y muy alta fiabilidad. El
piimer ordenador que utilizé circuitos electré-
nicos fue creado entre 1939 y 1946 en la
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Universidad de Pennsilvania por Maulchy y
Eckert y se denominé ENIAC (Electronic
Numerical Integrator y Calculator). Preceden-
temente entre 1937 y 1944 Aiken, de la
Universidad de Harvard, creé el ASCC (Auto-
matic Sequence Controlled Calculator), aun-
que tenia mas partes mecancias que electroni-
cas. EI ENIAC fue una version electronica del
ASCC.

Desde entonces se ha refinado la técnica y las
vélvulas termoidnicas (1@ Generacion™) fueron
sustituidas por transistores (22 Generacion) y
éstos a su vez circuitos integrados (32 Genera-
cion) y los circuitos integrados por circuitos
integrados a gran escala (43 Generacion). Estos
avances tecnologicos han permitido hacer
ordenadores cada vez mas pequefios, mas
eficientes y, por supuesto, mas baratos.

*El término generaciébn se emplea para
identificar el tipo de circuitos electrénicos en
los que estd fabricado un ordenador y, por
tanto, su época.

Un ordenador combina cuatro caracteristicas
Gnicas: a) velocidad, b) memoria, c) l6gica de
decision, d) capacidad de almacenar un progra-
ma. Las dos primeras cualidades se refieren al
ordenador como maquina. Se utiliza el
término hardware para identificar esta parte
del sistema. Los dos uGltimos combinan
hardware y la intervencion del hombre como
elemento operativo del mismo. A esta inter-
vencion, programas se le conoce con el
nombre del software. Cuando un programa se
utiliza con una alta frecuencia para realizar
célculos, por ejemplo las funciones trigono-
métricas, funciones estadisticas, etc., entonces
el programase realiza en circuitos. A esta
combinacion hardware-software se la conoce
como firmware. Su ventaja principal es la
velocidad.

La mayoria de los ordenadores utilizados
actualmente son digitales. Esto quiere decir,
que funcionan con cantidades de tipo “todo”
o ‘“nada”. Esta caracteristica ha venido
impuesta por la tecnologia, ya que un

transistor deja o no pasar corriente en un

sentido, y ha condicionado toda la arquitec-
tura del ordenador y, por tanto, una progra-
macion en codigo binario.

Cuando es conductor, se le asigna un ““uno”’ vy
cuando no lo es un ‘““cero”. Un nimero en
codigo decimal (base 10) para procesarlo por
un ordenador hay que transformarlo a cédigo
binario (base 2), asi como cada instruccion
que representa una serie de unos y ceros y

que el fabricante asigna un codigo para
realizar dicha instruccion.

Antes de plantearnos la comunicacion con el
ordenador, analizaremos las dos cualidades
anteriormente expuestas. Normalmente se defi-
ne como velocidad de un ordenador el tiempo
que tarda en llevar una instruccion: del
programa a un lugar asignado (registro) para
su ejecucion. Actualmente un ordenador
puede hacer esta operacion en un microse-
gundo (un millén de instrucciones por segun-
do). Para dar algunos datos sobre este
paramento, por ejemplo una multiplicacion se
realiza en 11, suma o resta en 2, division en
20. Se puede imaginar entonces que es capaz,
partiendo de las cuatro reglas por reiteracién,
realizar calculos muy complicados solamente
repitiendo varios millones de veces estas
operaciones.

Capacidad de memoria. Otra de las caracteris-
ticas del hardware es su memoria. Como tal
podemos definir un lugar dentro del chasis
donde se guarda informacién. Normalmente
ésta se compone de unos imanes diminutos
que, segiin estén orientados en un sentido o en
otro, representan un ‘““uno” o un “cero”. A
cada uno de los imanes se le conoce con el
término ferrita.

El cdédigo binario vuelve a aparecer y, por
tanto, una vez mas, tanto los datos como las
instrucciones son una serie de unos y ceros. El
nimero de posiciones que pueden tomar los
dos estados y que definen una instruccion o la
méxima cantidad numérica que puede almace-
nar un ordenador en cada ciclo se le denomina
palabra. A cada una de estas posiciones dentro
de la palabra se denomina bit. Por tanto en las
caracteristicas de hardware de un ordenador se
especifica el nimero de bits por palabra (16 es
el mas usual modernamente, aunque también
existen de 8, 12 'y 32). La memoria de un
ordenador se define entonces por el ndmero
de palabras que puede almacenar y que
pueden ir de ocho mil a varios cientos de
miles de palabras. La memoria es la parte mas
cara del ordenador. (Un:modulo de memoria
de ocho mil palabras en algunos ordenadores
cuesta el doble que el resto del mismo).

Precisamente por el altisimo coste de la
memoria, se han ideado sistemas de almacena-
miento de informacion mas baratos. Se basan
generalmente en medios magnetizables, cintas
o discos, en los que la informacion se repita
de la misma manera que en las cintas
magnéticas de registro sonoro, aungue con
unas tolerancias mucho mas rigurosas. El gran
inconveniente de estos modulos de memoria



adicionales, llamados periféricos, es su lentitud
(un disco tarda en localizar, por término
medio, la informacién deseada en 45 milise-
gundos, lo que le hubiese dado tiempo al
ordenador a realizar del orden de 4.000
sumas).

Pero un ordenador no solamente puede
realizar operaciones matematicas a una gran
velocidad, sino que ademas puede comparar
resultados y dependiendo de la comparacion
realizar diferentes operaciones. Esta capacidad,
fundamentada en algebra de Boole, fue la que
dio origen a la denominacion de cerebros
electronicos. En la arquitectura del ordenador
esta posibilidad de decision esta realizada
mediante los llamados circuitos logicos. Sin
embargo, a pesar de que el ordenador hace la
decision, es el programador el que le ordena
cudndo tiene que hacer la decision y qué
alternativas puede tomar, lo que nos lleva de
lleno al punto d): El programa o software.

Un programa son las instrucciones, pasos que
tiene que realizar un ordenador para llegar al
resultado. Imaginemos que queremos resolver
una ecuacion de segundo grado. Nuestra
primera instruccion seria que almacenase los
valores de los coeficientes A, B y C. Nuestra
segunda instruccién que hiciese la operacion
BZ-4AC. En este punto, si el resultado fuese
negativo que nos comunicase ‘‘raices imagina-
rias”’. Vemos que puede tomar una decision, si
B2-4AC es mayor, igual o menor que cero. El
toma la decision, pero es el programador el
que le indica qué es lo que tiene que hacer. Si
es mayor o igual a cero gue extraiga la raiz
cuadrada y que le sume el coeficiente B
cambiado de signo y después que decida todo
ello por el producto de 2 y A. Cuando haya
acabado este célculo que imprima el resultado.
Posteriormente que al coeficiente B, cambiado
de signo, reste el valor de la raiz y lo divida
por 2A y que imprima este segundo resultado.

A pesar de que a nadie se le ocurriria utilizar
un ordenador para calcular las raices de una
ecuacion de segundo grado, vemos bdsica-
mente la estructuracion de un programa:
admisién de datos, célculo, decision, impresion
de resultados. El tiempo que tardaria aproxi-
madamente en hacer este célculo seria de 60
microsegundos, en entrar los datos a través de
un teletipo 1seg. (diez mil veces mas). Es
decir que si se le programase para que los
coeficientes varien segin una ley podriamos
obtener, en practicamente, el mismo tiempo,
los resultados de diez mil ecuaciones de
segundo grado. '

Debido a la complejidad de dar instrucciones
en codigo binario, se han desarrollado los
lenguajes de ordenador que simplifican la
programacion. Partiendo del lenguaje en codi-
go binario, llamado también lenguaje maquina,
2l primero que existe es el lenguaje ensambla-
dor. Este reemplaza dicho codigo binario, por
instrucciones nemotécnicas, mas faciles de
recordar, pero que tiene el inconveniente de
que la relacion instruccion/ciclo de maquina es
1:1. Cada modelo .de ordenador tiene su
propio lenguaje ensamblador y que es caracte-
ristico de él. Todos los ciclos de operacion del
ordenador vienen dirigidos por una instruc-
cion. El programa se hace un poco maés fécil,
pero muy tedioso, ya que el programador
tiene que pensar con légica de maquina, es
decir tiene que descender a nivel maquina.

Para obviar esta dificultad, sobre todo en
aplicaciones cientificas donde el nimero de
datos es relativamente pequefio y sin embargo
las operaciones son complicadas y para que el
lenguaje sea independiente de la maquina, se
han ideado lenguajes que estdn mas préximos
al lenguaje del hombre. FORTRAN (Férmula
Translation), ALGOL (Algorithmic Language),
APL (A Programming Languge) - BASIC, son
algunos intentos de acercar la maquina al
lenguaje del hombre. Cuanto mas potente es el
lenguaje, el ‘“diccionario’’ (lenguaje-maquina)
que hay que proveer al ordenador es mayor,
ocupando un volumen de memoria mayor. A
este diccionario se le conoce con el nombre de
compilador o interprete.

En lenguaje BASIC, una de las raices de la ecua-
cion se programaria de la siguiente manera:

LETXI-(-B+SQR(B2-4"A*C)/2* A

En lenguaje maquina esto supondria unas
doscientas instrucciones.

El paso siguiente es como nos comunicamos
con un ordenador. Normalmente se hace a
través de una maquina de escribir o teletipo
desde la que se introducen los programas y los
datos. El ordenador contesta a través de la
misma maguina. En caso de fallo del progra-
ma, lo mas probable es que no se produzca
ninguna respuesta. En este momento se puede
parar el ordenador y la instruccion en la que
se ha parado queda reflejada mediante el
codigo binario del display. Este consiste en 16
indicadores luminosos (longitud de la palabra,
cada indicador representa un bit) y que puede
traducirse a la instruccion correspondiente.
Ademas del teletipo pueden presentarse los

datos en una impresora de linea, en una
pantalla de T.V. etcétera, dependiendo de la
aplicacion.

Esta velocidad de calculo nos permite estudiar
variaciones de una funcion dada con respecto
a varias variables, que, de otra manera, seria un
problema practicamente inacabable. Por lo
mismo, podemos manejar cantidades enormes
de datos para deducir su posible relacion.

El ordenador en el mundo en que nos
movemos, en el que el nimero de datos y
variables interdependientes es tan grande, y en
el que las soluciones tienen que ser exactas
debidas precisamente a su volumen, es un
arma que en manera alguna desbanca al
hombre, sino que lo complementa,

El temor de que como maquina desplace al
hombre, es infundado, ya que un ordenador
por si mismo no puede tomar ninguna
decision no programada. Hay pocas cosas mas
lugubres que ver un ordenador, que, debido a
un fallo en el programa, no produce resultados
y estd dando vueltas en un circulo de
instrucciones sin poder salir de él, y a
velocidades de un millon de ciclos por
segundo, mientras tardamos varios segundos en
darnos cuenta que se ha “‘encasquillado’’;

Las maquinas son solo eso, maquinas y hay
que darles su justa dimension. Después de
todo un libro es una maquina de aprender,
éno?
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